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Attempt all questions.
Tt et & Fae e
Throughout the question paper, “actions” and “pure
strategies” are used interchangeably; as arc “normal
form game” and “strategic game”.
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1.

(a)

(b)
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Find all Nash equilibria (in pure and mixed
strategies) of the two person game.

L C R

M|3,4]1,2]23
B|1,3]02]3,0

Two candidates A and B compete in a local
election in a village. The candidate who
gets the larger number of votes wins the
election. If they get an equal number of
votes, the election is decided by tossing a
fair coin. There are 100 voters in the
village, of whom 51 support A and 49
support B. Each voter decides whether to
vote for candidate he or she supports, or to
abstain. Villagers get a payoff of +10 if
their candidate wins, and a payoff of —10 if
the other candidate wins. But voting is a
nuisance that costs voters 1 (this cost ts of
course not incurred if a villager abstains).
What are the Nash equilibria in pure
strategies ?

2 v Qet & R 1w (ST ol
Hiawe gfFTat o) 9 FT |

L € R
T|20] 11|42
M1{34]1,2]23
B|l1,3]02]30
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OR/agar

Consider a game with three players 1, 2 and
3. The players’ sets of pure strategies are
respectively S, = {L, M, R}, S, = {U, D},
S; = {T, B}. In the box below are shown
player 1’s payoffs to each of his three pure
strategies conditional on the -pure-strategy

choices of players 2 and 3. These are shown
in the form of triples (u, (L), u; (M), u,(R)),

so that, for example, the payoff to player 1
when he plays M, player 2 plays U and
player 3plays Tis 1.

T B
Ul|l61,0]046
D|640]01,6




(i) Show that for player 1 the pure
strategy M is not strictly dominated
by either of the pure strategies L or R.
Can M be strictty dominated by any
mix of Land R ?

(i) Suppose player 2 uses the mixed
strategy o = (o, 1 — o) and player 3
uses the mixed strategy 8= (B, 1 - P)-
Show that M is never a best response
for player 1 for any independent
randomizations ¢ and B. (You may

find 1t helpfﬁl to consider the cases

11 1
B>3, p< '2' and f = 5 separately.)

T 34+4=17

(b) Two people, 1 and 2, independently choose
an integer between 1 and 4. If the.choices
are the same, each person receives an
amount of money equal to the number
chosen. Otherwise neither player receives
anything. Each player’s pi@ferences are
represented by his expected monetary
payoff.

(i) What are the purc strategy Nash
equilibria of the game ?
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(i) A mixed strategy profile (p, q) is one
in which p = (py, Pp-.-» Py) is the
mixed strategy of player 1, and q =
() 9y»---:¢14) 18 the mixed strategy of
player 2. Show that if p7> 0 in a
Nash equilibrium profile (p*, g*),
then player 2 must also play 1 with
strictly positive probability q} > 0.
(State clearly any theorem you use to

show this. You are not required to
justify the theorem.)

(iii) Tin a Nash equilibrium p’ > 0 for all
i=1,2,..., 4, determine p* and g*.
1+3+3=7

(® Wi fF ww @ ¥ Rt g, 2 v 3 Reerst
¥ | Rl & st Rl ¥ B2 F

‘31= {L, M, R}, Sz= {J, D}, S3ﬂ {T, B}
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ool Jferral ¥ e & e 3 -
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M TR W fEemg | @ ¥ 3w, U me T
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TAE 1T

T B
Uje61,0] 0,46
D1{640]|0,1,6
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2. (a) For the following extensive form game :
(i) Find the normal form representation.
(i) Find all pure strategy Nash equilibria.

(iii) Which of these Nash equilibria is also
subgame perfect ? If a ‘Nash
equilibrium is not subgame perfect, .
why not ? 3+2+3=8

Player 1 €
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(b) Two players, 1 and 2, play the following
Prisoner’s Dilemma game repeatedly :

C D
cl 44 | 06
D 6,0 1,1

Both players discount future payoffs, and
both have the same discount factor
3(0<d<1).

In the strategy tit-for-tat a player, i, plays C
at the start of the repeated game and after
any history in which the previous action of
the other player, j, was C; if the other player
plays D at any point; player i plays D in the
next round; if j continues to play D, player 1
also continues to play D, but reverts to C if
playér jrevertsto C.

(1)  Show that the strategy pair in which
each player plays tit-for-tat is a Nash
equilibrium for the infinitely repeated
game, provided the discount factor &
takes on suitable values

(1) Is it a Nash equ1hbnum for the
- finitely repeated game for these (or
other) values of § ?, 4+4=8

(F) ﬁnfaﬁaaﬁ'@am@aé;fm
(i) Wmﬁmwamaﬁ%m
(i) ¥, Hﬁaﬂ?ﬁ gfilﬁ ﬁ?‘[ ‘\qqaq I
ﬁfm
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(2) Inatwo-player sequential game, first player
1 chooses L or R. If he chooses L, players 1
and 2 proceed to play the following
simultaneous move game :

A B

Al 21 2,0

B| 20 ] -14

If he chooses R, they play
A B

Al 41 0,0

Bi 00 1,4

(i) Find the normal form representation.

(ii) Find all pure strategy Nash equilibria.

(iii) Which of these Nash equilibria is also
subgame perfect ? 3+2+3=8

6335 10



(b) A and B would like to go out together. They
have two options, either a dinner (D) or a
movie {(M). A prefers the dinner, while B
prefers the movie. A player gets 3 if they go
out together to his or her preferred place, 1-
if they go out together to his unpreferred
place and 0 if they end up at different
places. A chooses first where to go.

(i)  Suppose B knows where A has gone.
Find a subgame perfect equilibrium.
Is there a Nash equilibrium with a
different outcome that is not subgame
perfect 7

(i) Suppose B does not automatically
know where A has gone. He can,
however, choose between Learn and
Not-Learn (L and N). If he chooses L
then he finds out without any cost
where A has gone. Otherwise he
chooses where to go without
knowledge of where A has gone.
Depict this game in the form of a tree,
marking information sets, and find a
subgame  perfect equilibrium.
Compare the outcome of the subgame
perfect equilibrium of this game to
that of the game in part (i). How
would  the  subgame perfect
equilibrium be affected if B could
Learn only at some cost ¢ ? 4+4=8
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3.  Consider the Cournot duopol-y model, where the
two firms choose outputs simultaneously. The
inverse demand function for the good 1s given by

_ i < .

r={75% 85

where q,, q, are the respective outputs of the two
firms and Q = q; + q,. Both firms aim to
maximize profits. The cost functions are C; = ¢,q;
for ¢; € [0, 1]. In period 1, each firm decides on
how much to invest in R & D. In order to adopt a
technology where its marginal cost be ¢, firm i
has to invest I, = (1 ~ c)®. These R & D
investment decisions are made simultaneously. In
period 2 the firms engage in Cournot competition

given their previously determined technologies.
The net profit of firm 1 is

n=q(P-c)—(1 '"Ci)?' '
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(2) Find the Nash equilibrium quantity choices
q;, q; in period for given ¢, and c,.

(b) Use part (a) write down the profits m; as
functions of ¢, and c, only. Hence
determine the equilibrium levels of ¢, and
¢, and therefore of investment in R & D in

period1. 4+4=8
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Buyers of bread are uniformly distributed along a
road that is one kilometre long. Every consumer
buys one loaf of bread. Bread prices are
regulated, so consumers simply go to the nearest
vendor. Assume that at the regulated price, ail
consumers will buy a loaf even if they have to
travel the full kilometre. Vendors of bread choose
locations to maximize sales (maximize the
number of consumers who buy from-them; the
price of a loaf is fixed by the regulator). If more
than one vendor is at the same location, they split
the buyers who come to that location evenly.

(a) Show that if two vendors are picking their
locations simultaneously, there exists a pure
strategy Nash equilibrium and describe the
equilibrium.

(b) Show that if there are three vendors, no
pure strategy Nash equilibrium exists. 4 +4=8
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