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. (Write your Roll No. on the top immediatély on receipt of this question paper.)
All questiqné carry equal marks.
Do three 'questions from Part A and two from Part B.
Ca;ndidates are allowéd to uge simple calculators.
Part A

1. Consider the Bertrand duopoly game where the cost function of Firm 1 is C;(g;) = 10g,
and the cost function of Firm 2 is C5(g,) = 15g,. Firms simultaneously choose the prices
they charge. Assume that firms can choose only noh-negative integers as prices. The market

demand function is D(P) = 100 — P for P < g and zero otherwise. The firm that charges
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a lower price captures the entire market. Further suppose that when both firms charge the

~ same price. each firm serves half the market demand. Find all the pure strategy Nash equilibria

of this game.

If the cost functions of both firms change to C(g;) = 5¢q,, for all q;, i = 1, 2 (firms

~can choose only non-negative integers as prices in this case also), find the new set of

Nash equilibria. - 9+6=15

There are 3 bidders named Bidder 1, Bidder 2 and Biddér 3 with valuations equal to 30,
20 and 10 respgctively in a second-price sealed-bid auction for a single objéct.( Assume tha;
valuations iof bidders are common knowledge. Bids can be any non-hegativé real numbers and
,ezllc':h bidder submits a sealed bid without knowing the bids submitted by othérs. The bidder
who éubmits a bid higher than the bid submitted by the otﬁer two bidders gets the objecf
at a priée equal to the highest bid submittea by the other bidders and gets utility equal to
her/his valuation minus the price paid. Other (unsupcessful) bidders don’i pay anything and
each one of them gets a payoff of zero. Also assume that if more thap one bidder submits
the highest bid, Ehe player with the highest valuation amongst those whose bids are the highest
gets the object. Give necessary and sufficient conditions for a purel strategy profile to be Nash

equilibrium in this game. Is there any Nash equilibrium in which no player uses a weakly

dominated strategy ? : 9+6=15
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Countries A and B are at war. Navy of country A has only one submarine with which it
can target one (and only one) of three shipping convoys of country B. Country B has no

Navy. but has a single helicopter armed with anti-submarine missiles that can be assigned to

one of the convoys. The value of convoy £ to country B is v, with v| > v, > v3 > 0.

Navy of country A can sink a con;/oy, if the convoy is not defended by the anti-submarine
helicopter and the submarine of country A attacks it. Countries A wants to maximize the expected
value of damage to Country B and country B wants to minimize it. In particular, if the suBmarine
targets convoy ‘i’, the payoffé of Countries A and B are v; and ~v; respectively in case the

helicopter is assigned to some other convoy /°. If the submarine targets .the convoy to

which the helicopter is assigned, each country gets zero payoff. Formulate the situation as a

simultaneous move strategic game and show that there are no pure strategy Nash equilibria.

Find the mixed strategy Nash equilibria. You need to consider two cases (depending on

whether (v + v,) v3.> vyv, or not). _ ‘ 5+10=15

Consider the following version of Hotelling’s model of electoral competition. There are three

potential political candidates. Each one of them has to simultaneously decide whether or not

P.T.O.
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to enter a political cqntest. If a candidate decides to coﬁtest, she/he also has to simultanéously
choose a policy pogition, which is modg:lled as choosingAa»number in some interval [a, .b].,
without kﬁowing what the ot_h& candidates have depidcd. There isa chtinuum of voters, each
of whom has a favourite position; the digtﬁbution of favourite positions is given by cumulative
pro_bability distribution function F. In'terpret F(x) as the proportion of voters‘ whose favourite
policy position is less than or equal to x. Assume that F is strictly inéreasing. and continuous.
A candidate attracts the votes of those citizens whbsé favouri.te posiﬁons are closer to
};er/his position than to the position of any other candida’té. If two or ‘more , candidates

take the same position, they equally split the votes that the position attracts. Each potential

~candidate prefers to be the sole winning candidate than to tie for first place with others,

prefers-to tie for first place than to stay out of the electoral race, and prefers to stay out

- of the race than to enter and lose. Formulate this situation as a strategic game and show

that there is no Nash equilibrium in pure strategies when there are three potential candidates

and F is continuous. : ‘ 4+1 1'=15
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Part B

- Consider the following version of Stackleberg’s duopoly model. There are two firms in an

P

industry. Firm 1 moves first and chooses a non-negative quantity g. Firm 2 observes gy and
then decides its level of output g,, where g, > 0. The price ‘P’ at which each firm’s output

is sold ié given by the inverse demand function :
P =100 - Q, for Q <100 and z‘erobotherwise (where Q = ¢, + qé)
The total cost function of ﬁrm_i fori=1,21s:
Cig) = 400, if ¢, > 0
and
Cigp = 0, if g; = O‘.

(Marginal cost is zero, the only cost is fixed cost that is incurred if a strictly positive quantity

is produced)

Assume that each firm maximizes its profit. Formulate this situation as an extensive game
and find its subgame perfect equilibria. Briefly comment on the economic interpretation of

your results. | 7 | 3+10+2=15
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6.. Consider the following version of the Centipede game. The game starts in period 1 with two
Rupees on the table. which player 1 can grab or leave on the table. If player 1 grabs the
money. the game terminates with payoffs equal to 2 and 0 to players 1 and 2 respectively

(i.e., the amounts of money they obtain in the game). If Player 1 leaves the money on the

table, the gafne continues to period 2 and the money on the table ‘increases by 2 Rupees
to 4 Rupees. In period 2 it is the turn of Player 2 to move. She/he can grab the money ‘
or leave it on the table. If Player 2 leaves the money on the table, the amount of money
_on the table again inc4reases‘ by 2 Rupees to 6 Rupees and it is the turn of Player 1 to move,
who can grab the money or leave it on the table. The game éontiniws like this upto period
100, with players al'terpating (Player 1. moves in odd periods and Player 2 in even p‘)erioAds).
and the pile of money increases by 2 Rupges every per_ibd, if no player has grabbed the money
~in any previouﬁ period. The game terminates whenever a player grabs the money, say in period
“k. for some k < 100. The player who grabs in period k gets all the money on the table
(2k Rupeeé) and the other player gets nothing. In period IOOV player 2 can either grab 200
Rupees on the table (Player 1 in that case gets a payoff equal té 0) or leave the money
on the téble, in which case the game terminates and each playerv gets a payoff of 100. Formulate

this situation as a game and find its subgame perfect equilibria. Are there any Nash equilibria

" that are not subgame perfect ? Is the set of outcomes in Nash equilibria different from the

l set of outcomes in subgame perfect equilibria ? ' 246+54+2=15
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Two players take turns removing stones from a pile.of n stones. Player 1 moves ﬁrsfc. Each |
player has to remove one or two stones on each of his turns. The player who removes the
last stone is the winner and gets Rs. 100 from the other player. Formulate this as an extensive
game and show tha.t player I'is the winner in any subgame perfect, equilibrium of the game
if n =2k + 1 or 2k + 2, whereas player 2 is the winner if n = 3k for any~non—negativé

integer k. (Start with the case n = 1, 2 and 3 and then generalize using induction.) 15
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